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of manufacturing output, costs, and perfor­
mance. Clearly, many of these measures will
overlap and thus be redundant. Using factor
analysis however the main dimensions of
firm diversity can be identified.

More specifically, the basic assumption of
factor analysis is that a limited number or
underlying dimensions (factors) can be used
to explain complex phenomena. The result­
ing data reduction produces a limited number
of independent (uncorrelated) . composite
measures. In the current example, measures
such as value added per unit of capital, value
added per laborer, value added per finn and
so on could provide a composite index of
productivity or relative efficiency in factor
usage. One advantage of indexes formed in this
manner is that it avoids the problem of selecting
one measure of efficiency, say value added per
worker, over just as logical alternatives.

Factor Analysis

Formally as an initial step in exploratory data
analysis factor analysis has three objectives
(see Frane and Hill, 1987): to study the
correlations of a large number of variables
by clustering the variables into factors such
that variables within each factor are highly
correlated; to interpret each factor according
to the variables belonging to it; and to sum­
marize many variables by a few factors.

The usual factor analysis model expresses
each variable as a function of the factors
common to several variables and a factor
unique to the variable:

Zj = ajlFl + aj2F2 +......+ajmFm + Uj

Where

Zj =the jth standardized variable
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m =the number of factors common to all the
variables

Uj = the factor unique to variable Zj

aji = factor loadings

The number of factors, m, should be small
and the contribution of the unique factors
should also be small. The individual factor
loadings, aji, for each variable should be
either very large or very small so each vari­
able is associated with a minimal number of
factors.

To the extent that this factor analysis model
is appropriate for the problem at hand, the
objectives noted above can be achieved.
Variables with high loadings on a factor tend
to be highly correlated with each other, and
variables that do not have the same loading
patterns tend to be less highly correlated.
Each factor is interpreted according to the
magnitudes of the loadings associated with it.

Perhaps more importantly for the problem at
hand, the original variables can be replaced by
the factors with little loss of information. Each
case (finn) receives a score for each factor;
these factor scores can be computed as:

Fi = bilZl + bi2Z2 +...bipZp

where bij are the factor score coefficients.
Factor scores are in tum used in the discrimi­
nant analysis that follows. In general these
factor scores have less error, and are therefore
more reliable measures, than the original
variables. The scores express the degree to

• which each case possesses the quality or
property that the factor describes. The factor
scores have a mean of zero and standard
deviation of one.
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